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Processing evidence that disconfirms a prior interpretation is a fundamental aspect of belief revision, and has
clear social and clinical relevance. This complex cognitive process requires (at minimum) an alerting stage and
an integration stage, and in the current functional magnetic resonance imaging (fMRI) study, we used multivar-
iate analysis methodology on two datasets in an attempt to separate these sequentially-activated cognitive stages

: . . . and link them to distinct functional brain networks. Thirty-nine healthy participants completed one of two ver-
Disconfirmatory evidence integration . . . . . . . . . . . .
Functional connectivity sions of an evidence integration experiment involving rating two consecutive animal images, both of which
fMRI consisted of two intact images of animal faces morphed together at different ratios (e.g., 70/30 bird/dolphin
followed by 10/90 bird/dolphin). The two versions of the experiment differed primarily in terms of stimulus
presentation and timing, which facilitated functional interpretation of brain networks based on differences in
the hemodynamic response shapes between versions. The data were analyzed using constrained principal com-
ponent analysis for fMRI (fMRI-CPCA), which allows distinct, simultaneously active task-based networks to be
separated, and these were interpreted using both temporal (task-based hemodynamic response shapes) and
spatial (dominant brain regions) information. Three networks showed increased activity during integration of
disconfirmatory relative to confirmatory evidence: (1) a network involved in alerting to the requirement to re-
vise an interpretation, identified as the salience network (dorsal anterior cingulate cortex and bilateral insula);
(2) a sensorimotor response-related network (pre- and post-central gyri, supplementary motor area, and thala-
mus); and (3) an integration network involving rostral prefrontal, orbitofrontal and posterior parietal cortex.
These three networks were staggered in their peak activity (alerting, responding, then integrating), but at certain
time points (e.g., 17 s after trial onset) the hemodynamic responses associated with all three networks were si-
multaneously active. These findings highlight distinct cognitive processes and corresponding functional brain
networks underlying stages of disconfirmatory evidence integration, and demonstrate the power of multivariate
and multi-experiment methodology in cognitive neuroscience.
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The evaluation and integration of evidence that disconfirms a prior that evidence into the current belief. When evidence contradicts a

belief is a fundamental aspect of belief revision. Failures in evidence
integration, and particularly in the ability to integrate disconfirmatory
evidence, has social relevance as it can lead to resistance in modifying
outdated or unhelpful beliefs (Turner and Pratkanis, 1998), and has clin-
ical relevance as it has been linked to delusions in schizophrenia
(Sanford et al., 2014; Speechley et al., 2011; Woodward et al., 2006),
and to self-regulation deficits in traumatic brain injury (Flashman and
McAllister, 2002) and obsessive-compulsive disorder (Marsh et al.,
2014).

Evidence integration involves multiple cognitive processes, includ-
ing alerting to the piece of evidence in question, and integration of
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currently-held belief (i.e., disconfirmatory evidence), this would in-
crease demand for alerting and integrating processes, as the initial belief
must either be revised or discarded in order to assimilate the newly-
accepted evidence and maintain a coherent belief system. When the
evidence is neutral, or consistent with a belief (i.e., confirmatory evi-
dence), these cognitive processes would be expected to have a reduced
role. To date, there have been few investigations into the functional
brain networks underlying disconfirmatory evidence integration, and
it is not known whether distinct, sequentially-active brain networks
that correspond to alerting and integration processes can be measured.
However, the left inferior frontal gyrus (IFG) has been implicated in
disconfirmatory evidence integration, with previous studies finding im-
proved integration following transcranial magnetic stimulation (Sharot
etal., 2012). The dorsal anterior cingulate cortex (dACC), with regard to
its role in adjusting behavior and changing mental set (Behrens et al.,
2007; Whitman et al., 2013; Woodward et al., 2008), may play a role
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in alerting. In the current functional magnetic resonance imaging (fMRI)
study, we used multivariate analysis methodology on two datasets to
attempt to identify functional brain networks underlying different
stages of disconfirmatory evidence integration.

In order to assess spatial and temporal replication of network config-
urations, and take advantage of spatial replication combined with tem-
poral differences to interpret function of brain networks, two versions of
an evidence integration experiment were run and analyzed simulta-
neously using constrained principal component analysis for fMRI
(fMRI-CPCA; Lavigne et al.,, 2014; Metzak et al., 2011, 2012; Whitman
et al,, 2013; Woodward et al., 2013). fMRI-CPCA allows observation of
coordinated task-based activity of multiple distinct, sequentially-
active functional brain networks based on distinct hemodynamic re-
sponse (HDR) shapes and spatial distributions. fMRI-CPCA determines
the degree to which each functional brain network replicates across ex-
periments by comparing the magnitude and pattern of the HDR shape
associated with each network. When two (or more) experiment ver-
sions elicit the same underlying cognitive operation (e.g., evidence inte-
gration), spatial and temporal replication would be observed if HDR
shapes were not distinguishable between the two experiment versions,
and this should be the case if the timing of the cognitive operation does
not differ between experiments. In contrast, spatial but not temporal
replication would be observed if HDR shapes were reliably different be-
tween the two experiment versions, and this should be the case if the
timing of the cognitive operation differs between experiments. This
case (spatial but not temporal replication) provides an important scien-
tific opportunity to use differences between experiments to help inter-
pret the cognitive function of brain networks. Finally, if a cognitive
operation is elicited by only one version of the experiment but not the
other, the version not eliciting this cognitive operation would show a
flat HDR shape for that functional brain network, and therefore it
could be concluded that neither spatial nor temporal replication has
been observed.

In the current study, we examined the functional brain networks un-
derlying disconfirmatory evidence integration by combining data from
two versions of an evidence integration task. The main distinction be-
tween the two experiment versions was a persistent visual display
throughout the trial in version 1, and the removal of the visual display
during rating in version 2. This was expected to elicit distinct HDR
shapes for visual-processing brain networks between versions, produc-
ing spatial but not temporal replication for visual-processing networks,
but similar HDR shapes for evidence integration brain networks, pro-
ducing spatial and temporal replication for evidence integration brain
networks. This method will facilitate separation of cognitive processes
underlying visual processing from those related specifically to the
alerting to and integration of disconfirmatory evidence. In accordance
with the two-stage process mentioned above, we hypothesized that
two separable and sequentially active functional networks (viz., alerting
followed by integration), would be associated with disconfirmatory ev-
idence integration to a greater degree than confirmatory evidence inte-
gration, and would not be associated with pure visual processing.

Material and methods
2.1. Participants

Participants were 39 healthy volunteers (Version 1: 10 male, 10 fe-
male, mean age = 24.90, SD = 6.87; Version 2: 9 male, 10 female,
mean age = 26.84, SD = 7.34), most of which were native English
speakers (Version 1: 17 participants; Version 2: 15 participants). Non-
native English speakers had been using English daily for at least the
past five years and responded accurately to questions about the consent
form designed to confirm their ability to read and understand English.
All participants were right-handed (Annett, 1970), with the exception
of one left-handed and two mixed-handed participants who completed
Version 2. Participants were recruited via advertisements and word-of-

mouth from Vancouver, British Columbia, and participated in exchange
for $10/h and a copy of their structural brain images. All were screened
for MRI compatibility, and gave written informed consent prior to par-
ticipation. All experimental procedures were approved by the Universi-
ty of British Columbia clinical research ethics board.

2.2. Experimental design

Participants completed one of two versions of a novel perceptual
interpretation task while undergoing functional magnetic resonance imag-
ing (fMRI). In Version 1, each trial began with a brief (500 ms) presentation
of a heavily distorted image (Adobe Photoshop effects: 50 random noise,
brightness — 80, mosaic 8 & 8, ripple 5, 5, 50, 50; see Figs. 1A and B) of
two animals (e.g., animal A = bird; animal B = dolphin) morphed together
at a ratio of 60:40 or 40:60 (animal A/animal B). Participants were present-
ed with a 16-point rating scale and were asked to indicate the degree to
which the image appeared to be of one animal or the other. After 6 s, or
once a rating was made, a mildly distorted image (brightness — 50, mosaic
8 & 8) of the same animals morphed together at a ratio of 60:40 (animal A/
animal B) was displayed on screen for 3 s, and participants were asked to
re-rate the image. This led to the design of two types of trials: confirm
(image 1: 60% animal A; image 2: 60% animal A); and disconfirm (image
1: 40% animal A; image 2: 60% animal A).

Version 2 differed from version 1 primarily in the following respects
(see Fig. 1B): (1) removal of images during presentation of the rating
scales; and (2) the addition of a backwards mask lasting 250 ms between
the offset of the first image and the onset of the first rating scale. These
changes removed the ability to visually process the images when
responding, facilitating separation of visual-processing networks from
those underlying alerting and evidence integration. In addition, (3) the
morphing ratios were increased to 70:30 for image 1 and 10:90 for
image 2 in an attempt to intensify the disconfirmatory evidence present-
ed in image 2; (4) the name of either animal A or animal B was centered
above the rating scale in version 2 rather than both names appearing at
opposite ends of the scale, which ensured greater variability in partici-
pants' responses (i.e., selecting a degree of belief towards one animal
rather than choosing between one or the other); and (5) jittered inter-
trial intervals (ITIs) of 2,4, 6, 8, 10, and 20 s (rather than the 2 s ITl in ver-
sion 1) were included to optimize the deconvolution of the BOLD signal
(Serences, 2004).

2.3. Response conditions

For each trial, participants rated each of the two images on a
16-point scale to describe the degree to which they believed the
image depicted the queried animal(s). In order to emphasize that par-
ticipants were to revise their initial ratings after viewing the second
image, participants' ratings on the first image were preserved on the
second rating scale, and ratings were modified from that point. Assign-
ment of all experimental conditions (for both versions) was based on
participants' rating changes from image 1 to image 2. These response-
based conditions were labeled no change, confirm, and disconfirm.
The no change response condition included trials in which participants’
ratings changed by less than or equal to two points on the rating scale in
either direction (e.g., image 1 rating = 9, image 2 rating = 7). The con-
firm response condition consisted of trials in which the initial rating was
supported by the second rating. Specifically, this refers to trials in which
ratings did not cross the mid-point of the scale (8) and where image 2
was rated closer to the extremes of the scale (e.g., image 1 rating = 6,
image 2 rating = 3; or image 1 rating = 9, image 2 rating = 14). The
disconfirm response condition consisted of trials in which the second
rating contradicted the initial rating, such that ratings either crossed
the mid-point of the scale (8) or image 2 was rated closer to the middle
of the scale (e.g., image 1 rating = 4, image 2 rating = 9; or image 1
rating = 15, image 2 rating = 11). All response conditions were created
such that they were mutually-exclusive (i.e., trials with rating changes
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Fig. 1. A-B. Timeline of the evidence integration tasks (disconfirm condition). Each trial began with the presentation of a distorted image of two animals (e.g., bird and dolphin) morphed
together at a ratio of 60:40 (Version 1) or 70:30 (Version 2) for 500 ms. After a 250 ms mask (Version 2 only), participants were presented with a 16-point rating scale and were asked to
indicate the degree to which the image appeared to be of one animal or the other. After 6 s, or once a rating was made, a less distorted image of the same animals morphed together at a
different ratio was displayed on screen for 3 s, and participants were asked to re-rate the image. A = Version 1; B = Version 2.

of less than two that fit under either confirm or disconfirm were
classified as no change).

2.4. Image acquisition and processing

Imaging was performed at the University of British Columbia MRI
Research Centre on a Philips Achieva 3.0 Tesla (T) MRI scanner with
quasar dual gradients (maximum gradient amplitude, 80 mT/m; maxi-
mum slew rate, 200 mT/m/s). The participant's head was firmly secured
using a customized head holder. Functional image volumes were col-
lected using a T2*-weighted gradient-echo spin pulse sequence with
36 axial slices; thickness/gap, 3/1 mm; matrix, 80 x 80; repetition
time (TR), 2000 ms; echo time (TE), 30 ms; flip angle (FA), 90°, field
of view (FOV), 240 x 240 mm, effectively covering the whole brain. In
version 1, between 288 and 296 images were acquired in each of 3
runs lasting approximately 9 min and 52 s each. In Version 2, 350 vol-
umes were acquired in each of two runs lasting 11 min and 40 s each.
For both versions, run order was randomly assigned for each participant
in order to minimize order effects.

Functional images were pre-processed using Statistical Parametric
Mapping 8 (SPM8; Wellcome Trust Centre for Neuroimaging, UK). For
each participant, each functional run was corrected for slice-timing,
realigned, co-registered to their structural (T1) image, and subsequent-
ly normalized to the Montreal Neurological Institute (MNI) T1 brain
template (voxel size = 2 x 2 x 2 mm). All images were spatially
smoothed with an 8 x 8 x 8 mm full width at half maximum Gaussian
filter. Runs for which motion correction exceeded 4 mm or degrees
were excluded from analysis. This led to the exclusion of four runs
across four participants, two in each experiment version.

2.5. Data analysis

2.5.1. Functional connectivity

fMRI data analysis was carried out using constrained principal com-
ponent analysis for fMRI (fMRI-CPCA) with orthogonal rotation (Lavigne
etal, 2014; Metzak et al., 2011, 2012; Whitman et al., 2013; Woodward
et al., 2013). The theory and proofs of CPCA are detailed in previously
published work (Hunter and Takane, 2002; Takane and Hunter, 2001;
Takane and Shibayama, 1991) and the fMRI-CPCA application is avail-
able on-line, free of charge (www.nitrc.org/projects/fmricpca). Briefly,
fMRI-CPCA combines multivariate multiple regression analysis and

principal component analysis into a unified framework to reveal multi-
ple independent sources of poststimulus fluctuations in brain activity.
fMRI-CPCA is able (1) to identify multiple functional brain networks
simultaneously involved in executing a cognitive task, (2) to estimate
the task-related time course of coordinated BOLD activity fluctuations
associated with each functional network, and (3) to statistically test
the effect of experimental manipulations and group differences on
BOLD activity associated with each functional brain network.

2.5.2. Matrix equations

We now present a brief summary of the logic and matrix equations
for fMRI-CPCA. Broadly speaking, whole-brain BOLD activity variance
was partitioned into (i.e., constrained to) task-related fluctuations
using multivariate multiple regression. Orthogonal sources (compo-
nents) of task-related BOLD activity fluctuations were then determined
using PCA. Functional brain networks associated with each orthogonal
source of BOLD variance were spatially interpreted by viewing the net-
works represented by voxels dominating each component, and tempo-
rally interpreted by viewing the HDR shape associated with each
component.

To begin, two matrices were prepared for further analysis. The first
matrix, Z, contained the intensity values for normalized and smoothed
BOLD time-series of each voxel, with one column per voxel and one
row per repetition time (TR) or scan. Subject-specific datasets were
stacked vertically to produce Z. The second matrix, G, consisted of a fi-
nite impulse response (FIR) basis set, which was used to estimate the
change in BOLD signal at specific poststimulus scans relative to all
other scans. The value 1 is placed in rows of G for which BOLD signal am-
plitude is to be estimated, and the value 0 in all other rows (“mini box-
car” functions). The time points for which a basis function was specified
in the current study were the 1st to 12th scans following stimulus pre-
sentation. Since the TR for these data was 2 s, this resulted in estimating
BOLD signal over a 24 s window, with the start of the first time point
(time = 0) corresponding to stimulus onset. In this analysis we created
a G matrix for estimating subject-and-condition specific effects by in-
cluding a separate FIR basis set for each condition and for each subject.
The columns in this subject-and-condition based G matrix code 12
poststimulus time points for each of the three conditions (viz., no
change, confirm, and disconfirm) for each of the 39 subjects, totaling
1404 columns (12 x 3 x 39 = 1404). Each column of Z and G was stan-
dardized for each subject separately.
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The matrix of BOLD time series (Z) and the design matrix (G) were
input to fMRI-CPCA, with BOLD signal in Z being predicted from the
FIR model in G. In order to achieve this, multivariate least-squares linear
multiple regression was carried out, whereby the BOLD time series (Z)
was regressed onto the design matrix (G):

Z=GC+E, (1

where C = (G'G)™' G'Z The C matrix represents condition-specific re-
gression weights, which are akin to the beta images produced by
conventional univariate fMRI analyses. GC represents the variability in
Z that was predictable from the design matrix G, that is to say, the
task-related variability in Z.

The next step used singular value decomposition (of which PCA is a
special case) to extract components in GC that represented temporally
orthogonal functional brain networks in which BOLD activity fluctuated
coherently with experimental stimuli. The singular value decomposi-
tion of GC resulted in:

UDV' = GC 2)

where U = matrix of left singular vectors; D = diagonal matrix of singu-
lar values; and V = matrix of right singular vectors. After reduction of
dimensionality (discussed in more detail below) and orthogonal rota-
tion (Metzak et al., 2011) each column of VD/,/(m—T), where m =
number of rows in Z, was overlaid on a structural brain image to allow
spatial visualization of the brain regions dominating each functional
network. VD/,/(m—1) is referred to as a loading matrix, and the values
are correlations between the component scores (in U) and the variables
in GC.

2.5.3. Predictor weights

To interpret the functional brain networks with respect to the condi-
tions represented in G, predictor weights in matrix P are produced. These
are the weights that, when applied to each column of the matrix of pre-
dictor variables (G), create U (U = GP). Thus, the P matrix relates each
column of the G matrix to the component scores in U, and provides in-
formation about the similarity of the fluctuation of the BOLD signal
over all scans to the FIR model coded into G. For the current analysis,
this would provide 1404 values per functional brain network, one for
each combination of poststimulus time (12), subject (39), and condition
(3). Each subject- and condition-specific set of predictor weights is ex-
pected to take the shape of a HDR, with the highest values correspond-
ing to the HDR peaks.

These predictor weights provide estimates of the engagement of
functional networks at each point in poststimulus time, and can be sub-
mitted to an analysis of variance (ANOVA) to test for (1) reliability of
each component over subjects, (2) differences between conditions in
the activation of each functional brain network, and (3) differences
between experiment versions in the activation of each functional
network. These analyses were carried out as 12 x 3 x 2 mixed-model
ANOVAs (one for each component extracted), with the within-subjects
factors of Poststimulus Time (12 whole-brain scans after the onset of
each trial were estimated in the FIR model) and Response Condition
(no change, confirm, and disconfirm), and the between-subjects factor
of Version (version 1, version 2). Any impact of Version or Response Con-
dition would typically be reflected by a significant interaction with
Poststimulus Time for the measure of estimated HDR (i.e., the predictor
weights), suggesting that the HDR shape depends on Version or Response
Condition, although main effects are also possible. Significant interactions
were interpreted using analysis of simple main effects involving the rele-
vant factors. Spatial and temporal replication would be indicated by a re-
liable HDR shape over subjects (i.e., a significant Poststimulus Time
effect) and no difference between experiment versions (i.e., no significant
Version main effect or Version x Poststimulus Time interaction effect).
Spatial but not temporal replication would be indicated by a reliable

HDR shape over subjects (i.e., a significant Poststimulus Time effect)
and a significant difference between experiment versions (i.e., a signifi-
cant Version main effect or Version x Poststimulus Time interaction ef-
fect). Spatial (and temporal) non-replication would be indicated by a
reliable HDR shape over subjects in only one experiment version (i.e., a
non significant Poststimulus Time effect at one but not the other level
of Version) and a difference between experiment versions (i.e., a signifi-
cant Version x Poststimulus Time interaction effect). Tests of sphericity
were carried out for all ANOVAs, and adjustment in degrees of freedom
for violations of sphericity did not affect the results; therefore, the original
degrees of freedom are reported.

Results

Inspection of the scree plot of singular values (Cattell, 1966; Cattell
and Vogelmann, 1977) suggested that five components should be ex-
tracted. The percentages of task-related variance accounted for by
each rotated component were 10.88%, 10.43%, 9.00%, 7.64%, and 6.20%,
for Components 1 to 5, respectively. For Component 3,' no main effects
or interactions involving Response Condition or Version were signifi-
cant so it is not discussed further, but details about this component
are available from the corresponding author. Visual inspection of the
predictor weights for each component confirmed a HDR shape (see
Figs. 2 to 5, for Components 1, 2, 4, and 5 respectively). Components 1,
2, 4, and 5 showed a significant effect of Poststimulus Time,
F(11,374) = 47.47, p < .001, 3 = 0.58; F(11,374) = 55.99, p <.001,
13 = 0.62, F(11,374) = 56.30, p <.001, 2 = 0.62; F(11,374) = 38.70,
p <.001, nf) = 0.53, respectively, demonstrating detection of a biologi-
cally plausible and reliable HDR signal for each functional brain network
(Metzak et al., 2011, 2012; Woodward et al., 2013).

3.1. Anatomical descriptions and relations to experimental conditions

The brain regions associated with Components 1, 2, 4, and 5 are
displayed in Figs. 2A to 5A, with anatomical descriptions in Tables 1 to
4, respectively. All components showed spatial but not temporal repli-
cation, described in detail below.

3.1.1. Component 1: Integration Network

Component 1 was characterized by a functional network that includ-
ed activations in rostral prefrontal and orbitofrontal cortex (rPFC & OFC;
BAs 10, 11, 47), bilateral inferior frontal gyrus (IFG; BAs 6, 38), right dor-
solateral prefrontal cortex (DLPFC; BA 46), superior parietal cortex (ex-
tending into angular and supramarginal gyri; BAs 2, 40), and bilateral
cerebellar and occipital (BAs 17, 18, 19) regions. This network showed
significant Poststimulus Time x Version, F(11,374) = 10.52, p <.001,
nﬁ = 0.24, and Poststimulus Time x Response Condition, F(22,748) =
6.29, p <.001, 2 = 0.16, interactions, but no significant three-way in-
teraction. This suggests that the HDR shape associated with Component
1 depended on Version and Response Condition, but that each could be
interpreted independently. In order to interpret the Version effect, sim-
ple contrasts averaging over Response Condition were observed
(Fig. 2B), and revealed significant differences between versions at 9,
11, and 21 s (all ps <.005), due to higher activity for version 2 relative
to version 1. In order to interpret the Response Condition effect, simple
contrasts averaging over Version were observed (Fig. 2C), and revealed
significantly greater activity for (1) the confirm relative to no change re-
sponse conditions at 17 s, (2) the disconfirm relative to no change re-
sponse conditions from 17 to 21 s, and (3) the disconfirm relative to

' Component 3 included activations in bilateral intracalcarine cortex (BAs 17, 18), lin-
gual gyrus (BA 19), pre- and post-central gyri (BAs 3, 6), ventromedial prefrontal cortex
(BAs 9, 10), and posterior cingulate cortex (BAs 23, 30). This component showed a signif-
icant main effect of peristimulus time, F(11,374) = 28.75, p <.001, nf) = 0.46, but no other
significant main effects or interactions were present, suggesting that although it was a bi-
ologically plausible network, activity was not related to the experimental conditions of
interest.
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Fig. 2. A-C. A: Dominant 10% of component loadings for Component 1 (Integration Network; red/yellow = positive loadings, threshold = 0.16, max = 0.28; no negative loadings passed
threshold). Montreal Neurological Institute Z-axis coordinates are displayed. B: Mean finite impulse response (FIR)-based predictor weights for Component 1 averaged over conditions and
plotted as a function of poststimulus time. C: Mean FIR-based predictor weights for Component 1 averaged over versions and plotted as a function of poststimulus time; * = confirm > no
change; ® = disconfirm > no change; ¢ = disconfirm > confirm. Error bars are standard errors. * = p < .005, ** = p <.001.

confirm response conditions from 17 to 23 s (all ps <.005). Thus, ac-
tivity in this network was highest for the disconfirm response condi-
tion after the onset of the second image, when the disconfirmatory
evidence was presented, and remained elevated throughout the re-
mainder of the trial. Since Response Condition did not interact with
Version, this pattern can be considered present in both experiments.
Based on these differences between response conditions and the
spatial distribution of the network, this network was labeled Integra-
tion Network.

3.1.2. Component 2: Visual/Default-Mode Network

Component 2 was characterized by a functional network includ-
ing activations in bilateral occipital cortex (BAs 17, 18, 19), superior
parietal (BA 7) regions, and bilateral middle frontal gyrus (BAs 44,

45). This network also included deactivations (negative loadings)
in ventromedial prefrontal cortex (VmPFC; BAs 9, 10), precuneus
and posterior cingulate gyrus (BA 23), bilateral anterior middle tem-
poral gyrus (BA 21), and bilateral angular/supramarginal gyri (BAs
39, 40), regions commonly associated with the default-mode
network (DMN; Buckner et al., 2008; Raichle and MacLeod, 2001).
Component 2 showed significant Poststimulus Time x Version,
F(11,374) = 935, p < .001, m3 = 0.22, and Poststimulus
Time x Response Condition, F(22,748) = 3.57,p<.001, 13 = 0.10, in-
teractions, but no significant three-way interaction. In order to inter-
pret the Version effect, simple contrasts averaging over Response
Condition were observed (Fig. 3B), and revealed significant differ-
ences between versions at 1, 3, and 7-23 s (all ps <.01). This was at-
tributable to greater activity in version 1 relative to version 2 across
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Fig. 3. A-C. A: Dominant 10% of component loadings for Component 2 (Visual/Default-Mode Network; red/yellow = positive loadings, threshold = 0.16, max = 0.40; blue/green = neg-
ative loadings, threshold = —0.13, min = —0.23). Montreal Neurological Institute Z-axis coordinates are displayed. B: Mean finite impulse response (FIR)-based predictor weights for
Component 2 averaged over conditions and plotted as a function of poststimulus time. C: Mean FIR-based predictor weights for Component 2 averaged over versions and plotted as a
function of poststimulus time; ? = disconfirm > no change; ® = disconfirm > confirm; © = no change > disconfirm. Error bars are standard errors. * = p <.01, ** = p <.001.

all significant time points. In order to interpret the Response Condi-
tion effect, simple contrasts averaging over Version were observed
(Fig. 3C), and revealed significantly increased activity for (1) the dis-
confirm relative to no change response cond