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Source monitoring refers to the recollection of variables that specify the context and conditions in which
a memory episode was encoded. This process involves using the qualitative and quantitative features of a
memory trace to distinguish its source. One specific class of source monitoring is reality monitoring,
which involves distinguishing internally generated from externally generated information, that is,
memories of imagined events from real events. The purpose of the present study was to identify func-
tional brain networks that underlie reality monitoring, using an alternative type of source monitoring as
a control condition. On the basis of previous studies on self-referential thinking, it was expected that a
medial prefrontal cortex (mPFC) based network would be more active during reality monitoring than the
control condition, due to the requirement to focus on a comparison of internal (self) and external (other)
source information. Two functional brain networks emerged from this analysis, one reflecting increasing
task-related activity, and one reflecting decreasing task-related activity. The second network was mPFC
based, and was characterized by task-related deactivations in areas resembling the default-mode net-
work; namely, the mPFC, middle temporal gyri, lateral parietal regions, and the precuneus, and these
deactivations were diminished during reality monitoring relative to source monitoring, resulting in
higher activity during reality monitoring. This result supports previous research suggesting that self-
referential thinking involves the mPFC, but extends this to a network-level interpretation of reality
monitoring.

& 2015 Elsevier Ltd. All rights reserved.
1. Functional brain networks involved in reality monitoring

Source monitoring refers to the ability to distinguish the wide
range of variables that specify the context and conditions in which
a memory episode was encoded (Johnson et al., 1993). These
conditions can include the sensory modality through which the
memory was encoded, the media or agent through which the in-
formation was presented, the social, spatial, temporal, or affective
context of the memory, or any other features which can serve to
distinguish the origin of a memory. Although the source mon-
itoring framework is very general, its core thesis is that memories
are not inherently labeled as resulting from a particular source, but
rather that the source information is retrievable on the basis of the
qualitative and quantitative characteristics of the memories
themselves (Lindsay and Byrne, 2008). Thus source monitoring
involves both the memory of a particular episode, and a judgment
process whereby the characteristics of that memory are inter-
preted and evaluated. For instance, it is likely that remembering a
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story one heard on the radio would be associated with a great deal
of auditory information but little visual information or conceptual
elaboration, which would help to correctly identify its modality
and/or media source. While most source judgments are made
quickly and automatically, the decision making process involved in
distinguishing sources can also be slow and deliberative. These
instances of strategic source monitoring usually involve both the
recollection of perceptual details as well as the reasoning pro-
cesses regarding the likelihood of the memory arising from dif-
ferent sources.

Accurate recollection of the sources of our memories has been
an important research domain with regard to recovered memories
(Geraerts et al., 2007; Raymaekers et al., 2012; Schacter et al.,
1996; Stern and Rotello, 2000) and eyewitness testimony (Buratti
et al., 2014; Leippe et al., 2009; Lindsay and Johnson, 1989; Lind-
say, 1990; Loftus et al., 1978; Odinot et al., 2009) due to the serious
consequences of memory distortions in these instances. A promi-
nent aspect of source monitoring has been referred to as reality
monitoring, which was originally proposed as the process of dis-
criminating between external perceptual events, and internal
thoughts and imaginings (Brandt et al., 2013; Johnson et al., 1988;
Johnson et al., 1994; Johnson and Raye, 1981). Reality monitoring
memories are distinguishable on the basis of their contents; for
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instance, one would expect that memories of external events
would have more temporal, spatial, and sensory detail than events
that were thought or imagined. They are also likely to contain
more specific information than imagined events (Johnson and
Raye, 1981). In contrast, memories formed solely from thought or
imagination are likely to contain more traces of effortful cognitive
operations, because imagining and thinking require more effort
than mere perception (Hasher and Zacks, 1979).

Although a number of functional magnetic resonance imaging
(fMRI) studies of source monitoring have reported that regions of
the medial temporal lobes (MTL), parietal cortices, and prefrontal
cortices are often preferentially activated (Dobbins et al., 2004;
King and Miller, 2014; Mitchell et al., 2004; Mitchell and Johnson,
2009; Rugg et al., 1999; Wagner et al., 2005; Yonelinas, 2002), the
medial prefrontal cortex (mPFC) has been shown to be active
when making inferences about the mental states of other people
(Frith and Frith, 2003), distinguishing between imagined and
perceived events (Vinogradov et al., 2008), and the evaluation of
internally generated information (Christoff et al., 2003), all of
which support the idea that this region is involved in self-refer-
ential thinking (Araujo et al., 2013). Therefore, this region was of
primary interest for the present study of self-other reality
monitoring.

Task-related activity in any given brain area likely reflects the
contributions of multiple brain networks (Friston, 2011). Studies
on the neural basis of recollection have established that there are
networks of regions which are typically found to be active during
this mnemonic operation (Fornito et al., 2012; Rugg and Vilberg,
2013), which include regions of the default mode network (DMN)
(Fox et al., 2005; Greicius et al., 2003; Raichle et al., 2001), and this
network is thought to play a role in the processing of contextual
associations (Bar, 2007). One of the core regions of the DMN is the
mPFC (also known as fronto-polar cortex, rostral prefrontal cortex,
ventromedial prefrontal cortex, or anterior prefrontal cortex).
Combined with the involvement of the mPFC in self-referential
thinking, this suggests that the study of the DMN may be im-
portant for understanding reality monitoring. Univariate task-
based regression methods cannot separate activity of networks,
but instead limit observations to the spatial and temporal effects
combined over these networks (Braunlich et al., 2014); therefore,
in the current study, we used a multivariate analysis method,
constrained principal component analysis for fMRI (fMRI-CPCA)
(Lavigne et al., 2015; Metzak et al., 2011, 2012), to study network-
based involvement of the mPFC in realty monitoring.

In order to develop an appropriate control condition for reality
monitoring, the generation effect (Slamecka and Graf, 1978) must
be taken into account, which suggests that self-generated in-
formation is better recalled than other-generated information.
Therefore, self-other reality monitoring experiments necessarily
involve an intrinsic imbalance between the two retrieval condi-
tions, such that one is more difficult than the other. An appropriate
comparison condition for self-other reality monitoring requires
not only another type of source monitoring, but also a parallel
difficulty imbalance. In order to meet these requirements, we used
recollection of which of two tasks was carried out on a given word:
generation of a semantic associate (easier to recall) and reading
(more difficult to recall). We hypothesized that reality monitoring,
as a highly self-referential cognitive operation, would induce
greater activity in an mPFC-based network (viz., the DMN) relative
to a source monitoring control condition that did not involve self-
other source recall.
2. Method

2.1. Participants

The participants were 30 healthy, English speaking volunteers
(17 women and 13 men, mean age¼27.13 years, SD¼6.06). Parti-
cipants were recruited via advertisements and word-of-mouth
from the community of Vancouver, British Columbia, and partici-
pated in exchange for $10 per hour plus a copy of their structural
brain images. All participants gave informed written consent prior
to their participation.

2.2. Task design

For this study, the conditions of interest were Reality Mon-
itoring (RM) and Source Monitoring (SM). In order to enhance
comparison of RM and SM, a difficulty imbalance was built into
both, with RM condition involving Self (easier recall) and Other
(more difficult recall) subconditions, and the SM comparison
condition involving Association (easier recall) and Read (more
difficult recall) subconditions.

2.3. Encoding (not scanned)

Prior to functional scanning, participants were shown 30 words
in each of the four randomly presented subconditions (120 words
total): Self (or Internal), Other (or External), Association, and
Reading. In the RM task condition (Self and Other subconditions), a
jumbled word puzzle was presented in conjunction with a clue
about the meaning of the word, for example, “BERAZ” would ap-
pear on the screen with the clue “a striped grazing animal”. In the
Self subcondition, participants were required to say the target
word aloud once they had solved the puzzle. In the Other sub-
condition, a pre-recorded voice said the target word aloud as soon
as the jumbled word and clue appeared on the screen. For the Self
and Other subconditions, participants pressed a key on the key-
board to advance to the next trial, and this experimental design
was based on a previous study from our lab (Woodward et al.,
2007).

In the SM task condition (Association and Read subconditions),
a correctly spelled target word was presented in the center of the
screen. In the Association subcondition, two other words were
presented in the lower left and lower right corners. The partici-
pants were to indicate, via key press, which of the two words they
felt was a closer semantic associate to the target word. For each
target word, a strongly associated word and a weakly associated
word were presented, with the relations selected based on the
Edinburgh Associative Thesaurus (Kiss et al., 1973). The target
word and the two semantic associates remained on the screen
until the participant made a response. At that point, the target
word and the selected associate remained on the screen for three
seconds before the inter-trial interval (ITI) began. In the Read
subcondition, the target word was presented in the center of the
screen along with the instructions “Please read silently”. Partici-
pants were asked to press a key on the keyboard to advance to the
next trial once they had finished reading the target word. Silent
reading was required to avoid any perceptual input that might lead
to the use of inner/outer information as a recall cue in the SM
control condition. Thus, for the RM and SM encoding runs, the
trials were self-paced. The ITI was 500 ms, during which an as-
terisk appeared on the screen. All words used in the encoding run
were concrete nouns, and 2 versions of the encoding run were
designed with RM and SM words switched between versions.
These versions were counterbalanced between participants to
minimize any version-specific effects. Please see Fig. 1 for a visual
depiction of the encoding tasks.



Fig. 1. Sample stimuli for the four conditions in the encoding portion of the experiment (not scanned).
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2.4. Recollection (scanned)

After the completion of the encoding run, participants were
taken to the MRI suite where they underwent a final MRI com-
patibility screening with the MRI technician prior to functional
scanning. The recall run (scanned) began approximately 10 min
after the encoding run (not scanned). All 120 words presented
during the encoding run were presented during the recall run. The
recall run lasted 15.5 min. Task switching research, including that
from our lab (Allport et al., 1994; Jersild, 1927; Metzak et al., 2013;
Rogers and Monsell, 1995; Woodward et al., 2008), has shown that
when stimuli cue more than one instruction set, performance
costs and the associated brain network activity are observable, and
may obfuscate activity of the RM networks of interest for this
study. Therefore, the stimuli were presented in RM and SM in-
struction blocks in order reduce the substantial cognitive load
required to switch between instruction sets on a trial-by-trial basis
(viz., self/other vs. associate/read response instructions).

Each RM block began with the following set of instructions
printed on the screen: “Who solved it? You or Computer?”. Fol-
lowing this, twenty words from the Self and Other trials were
presented sequentially in the center of the screen, and participants
were asked to indicate, via key press, whether the puzzle was
solved by “me” or the “computer”. The words “me” and “compu-
ter” appeared on the lower corners of the screen to remind par-
ticipants of the response mapping. Participants used their index
finger to select the option on the lower left corner of the screen,
and their middle finger to select the option on the lower right
corner of the screen. The side on which of “me” and “computer”
appeared was alternated between participants.

Each SM block began with the following set of instructions
being printed on the screen: “What did you do? Read silently or
associate?” Then twenty words from the Associate and Read trials
were presented sequentially in the center of the screen, and par-
ticipants were asked to indicate, via key press, whether they had
“associated” or “read” the target word. The words “associated” and
“read” appeared on the lower corners of the screen to remind
participants of the response mapping. Participants used their in-
dex finger to select the option on the lower left corner of the
screen, and their middle finger to select the option on the lower
right corner of the screen. The side on which “associated” and
“read” appeared was alternated between participants.

Each block required 120 s to complete, and each target word
was presented for a maximum of 5 s. The target word disappeared
from the screen when a response was made, and the screen re-
mained blank until the allotted 5 s for the trial elapsed. Each trial
was separated with a 0, 1, or 2 s blank screen, followed by a 1 s
interval where an asterisk was presented on the screen to warn
the participants that the next trial was about to begin. A 10-s blank
trial was inserted between each block for which the word “Relax”
was presented for the first 9 s, followed by a blank screen for 1 s to
alert the participant that the next block was beginning. Following
this blank trial, the instructions for the block were presented on
the screen for 3 s. Please see Fig. 2 for a depiction of the Re-
collection task. The jittered ITI, combined with the blank screen
following response, the Relax screen, and the instruction screen,



Fig. 2. Sample stimuli and timing for the recollection portion of the experiment (scanned).
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provided a roughly logarithmic distribution of ITIs, optimizing
efficiency of event-related analysis methods (Serences, 2004).

2.5. Image processing

Imaging was performed at the University of British Columbia's
MRI Research Centre on a Phillips Achieva 3.0 T MRI scanner with
Quasar Dual Gradients (maximum gradient amplitude 80 mT/m
and a maximum slew rate of 200 mT/m/s). The participant's head
was firmly secured using a custom head holder. Functional images
volumes were collected using a T2*-weighted gradient echo spin
pulse sequence (TR/TE¼2000/30 ms, flip angle 90°, 36 slices,
3 mm thick, 1 mm gap, sense factor 2, 80�80 matrix re-
constructed at 128, FOV 240.0 mm, measured voxel is
1.875 mm�1.875 mm�3.972 mm, actual band width¼53.4 Hz
per pixel) effectively covering the whole brain (145 mm axial ex-
tent). Functional images were reconstructed offline, and the scan
series was realigned and normalized using the method im-
plemented in Statistical Parametric Mapping 8 (SPM8; http:/www.
fil.ion.ucl.ac.uk/spm). Translation and rotation corrections did not
exceed 3 mm or 3° for any of the participants. Parameters for
spatial normalization into the modified Montreal Neurological
Institute (MNI) space used in SPM8 were determined using the
echo planar imaging (EPI) template provided by SPM8 and the
mean functional images constructed from the realigned images of
each participant and scan series. Voxels were normalized to
3 mm�3 mm�3 mm. The normalized functional images were
smoothed with an 8 mm full width at half maximum Gaussian
filter.

2.6. Neuroimaging data analysis procedure

The neuroimaging data were analyzed using the Constrained
Principal Component Analysis for fMRI software package (fMRI-
CPCA; www.nitrc.org/projects/fmricpca). Only data from correct
trials were submitted to the fMRI-CPCA analysis.

The details of the fMRI-CPCA method are presented elsewhere
(Metzak et al., 2011, 2012; Woodward et al., 2013; Woodward
et al., 2006). For the comprehensive CPCA theory and proofs please
see previously published work (Hunter and Takane, 2002; Takane
and Hunter, 2001; Takane and Shibayama, 1991). Briefly, after
variance in the blood oxygenation level dependent (BOLD) signal
predictable from task timing has been separated from that not
predicable from task timing, the dominant patterns of inter-cor-
relation between voxels over time were used to derive functional
networks. The use of a finite impulse response (FIR) model al-
lowed a hemodynamic response (HDR) shape to be estimated for
each functional network identified.

We now briefly present matrix equations for the current ap-
plication of CPCA. This application of CPCA involved the prepara-
tion of two matrices. The first matrix, Z, contained the BOLD time
series of each voxel, with one column per voxel and one row per
scan. Each column contained realigned, normalized and smoothed
activations over all scans, carried out for each subject separately.
The second matrix, G, contained the FIR models of the expected
BOLD response to the timing of stimulus presentations.
2.7. Preparation of G

The G (design) matrix consisted of a FIR basis set, which can be
used to estimate the increase in BOLD signal at specific post-
stimulus scans relative to all other scans. The value 1 was placed in
rows of G for which BOLD signal amplitude was to be estimated,
and the value 0 in all other rows (“mini boxcar” functions). The
time points for which a basis function was specified in the current
study were the 1st to 10th scans following stimulus presentation,
resulting in an event-related analysis method. This allowed re-
moval of incorrect trials from the analysis. Since the repetition
time (TR) for these data was 2 s, this resulted in estimating BOLD
signal over a 20 s window, with the start of the first time point
(time¼0) corresponding to encoding stimulus onset. In this ana-
lysis we created a G matrix that would allow us to estimate sub-
ject-and-condition specific effects by inserting a separate FIR basis
set for each task and difficulty condition and for each individual
subject. The columns in this subject-and-condition based G matrix
code 10 poststimulus time points, 2 task conditions (RM vs. SM),
2 difficulty conditions (Easy to Recall vs. Hard to Recall), and 30
subjects, resulting in 1200 columns (10�2�2�30¼1200).

http://www.nitrc.org/projects/fmricpca
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2.8. Matrix equations

The matrix of BOLD time series and design matrices are taken
as input, with BOLD in Z being predicted from the FIR model in G.
In order to achieve this, multivariate least-squares linear regres-
sion was carried out, whereby the BOLD time series (Z) was re-
gressed onto the design matrix (G):

Z GC E, 1= + ( )

where C G G G Z1= ( ′ ) ′− using least squares regression. This analysis
yielded condition-specific regression weights in the C matrix (i.e.,
regression weights specific to the experimental conditions as de-
fined by the design matrix). The condition-specific regression
weights are often referred to (in conventional fMRI analyzes) as
beta images. GC contains variability in Z that was predictable from
the design matrix G, that is to say, variability in Z that was pre-
dictable from the timing of stimulus presentations. For the analysis
presented here, the Z and G matrices were standardized for each
subject separately.

The next step used singular value decomposition to extract
components representing networks of functionally interconnected
voxel activations from GC that were related to the experimental
stimulus presentations. This involved singular value decomposi-
tion of the activation variability that was predictable from the
design matrix (GC):

UDV GC, 2′ = ( )

where U¼matrix of left singular vectors; D¼diagonal matrix of
singular values; V¼matrix of right singular vectors. Each column
of VD m/ 1( − ) , where m¼the number of rows in Z, was overlaid
on a structural brain image to allow visualization of the neural
regions involved in each functional network. In the current ap-
plication of CPCA, we orthogonally rotated (Metzak et al., 2011)
and rescaled the VD matrix prior to display, so that a rotated
loading matrix is displayed. The values of the loading matrix
contain the correlations between the components in U and the
variables in GC. An orthonormal rotation transformation matrix
was then used to transform the rescaled left singular vectors U into
rotated component scores (with rows corresponding to scans).

2.9. Predictor weights

To interpret the components with respect to the conditions
represented in G, we produced predictor weights (Hunter and Ta-
kane, 2002) in matrix P. These weights were applied to each col-
umn of the matrix of predictor variables (G) to create U (U¼GP)
and were orthogonally rotated by applying the same transforma-
tion matrix (Metzak et al., 2011) as was applied to VD and U. The
values in P indicated the importance of each column in the G
matrix to the network(s) represented by the component(s), so
were essential for relating the resultant components to the ex-
perimental conditions of interest represented in G. This approach
estimated an HDR shape for each individual separately, so it fully
accommodated inter-subject heterogeneity. These were the values
that are averaged over subjects and plotted to observe the HDR
Table 1
Mean accuracy rates and response times in milliseconds. Standard errors are in parenth

Source monitoring

Association Read

Accuracy 76.23% (4.70%) 72.10% (4.64%)
Correct Incorrect Correct Incorrect

Response times 960.89 (43.38) 1260.80 (67.17) 1161.65 (40.54) 1371.67 (6
shape for each component.

2.10. Statistical tests of component reliability

As is explained above, predictor weights were produced for
each combination of poststimulus time point, task condition, dif-
ficulty condition, and subject. These weights were used to statis-
tically test the effect of poststimulus time, and plotted to de-
termine whether or not these values reflected a true HDR shape
(and not simply varying randomly around zero). The impact of the
experimental manipulation (viz., RM and SM) on the estimated
HDR shapes was also tested statistically. This was reflected by a
significant main effect of either Task or Difficulty, or an interaction
between these factors and Time Point for the measure of esti-
mated HDR (i.e., the predictor weights). This analysis was carried
out as a 10�2�2 within-subjects ANOVA for each component,
with the factors of Time Point (time points 1–10 after the initiation
of a task trial), Task (RM, or SM), and Difficulty (Easy to Recall, or
Hard to Recall) as within-subject factors. Selecting “repeated”
contrasts for the within-subjects factor of Task, Difficulty, and
Time Point allowed complex interactions to be broken down into
simpler 2�2 interactions between the factors at adjacent Time
Points. Inspection of the comparative effect sizes associated with
these 2�2 interactions were used to interpret the significant
complex interactions. Tests of sphericity were carried out for all
ANOVAs. Greenhouse–Geisser adjusted degrees of freedom for
violations of sphericity were inspected but did not affect the re-
sults; therefore, the original degrees of freedom are reported. The
orthogonally rotated and rescaled VD matrix was overlaid on
structural brain images for depiction of the spatial arrangement of
the functional networks.
3. Results

3.1. Behavioral results

For a summary of the behavioral results, please see Table 1. The
response times (RT) were analyzed using a 2�2�2 within sub-
jects repeated-measures ANOVA with factors of Task (RM vs. SM),
Difficulty (Easy to Recall vs. Difficult to Recall), and Performance
(Correct vs. Incorrect). For the RT analysis, there were main effects
of Task, F(1,23)¼9.43, po .01, η2¼ .29, Difficulty, F(1,23)¼25.08,
po .001, η2¼ .52, and Performance, F(1,23)¼31.78, po .001,
η2¼ .58. These significant main effects were due to increased RTs
in the Source Monitoring condition, the Difficult to Recall condi-
tion, and Incorrect responses, respectively. All interactions were
non-significant (all ps4 .14), which suggests that the difficulty
imbalance, as measured by RT, was successfully matched between
the RM and SM conditions.

The correct response counts were analyzed using a 2�2 within
subjects repeated-measures ANOVA, with factors of Task (RM vs. SM)
and Difficulty (Easy to Recall vs. Difficult to Recall). No main effects or
interactions were significant for correct response counts (all ps4 .3),
suggesting that the difficulty imbalance in the SM and RM conditions
was captured by RTs but not by correct response counts.
eses.

Reality monitoring

Self Other

73.00% (4.51%) 75.77% (4.91%)
Correct Incorrect Correct Incorrect

5.67) 883.22 (50.78) 1158.63 (58.06) 1066.58 (45.43) 1175.06 (62.04)



Fig. 3. The upper image depicts the dominant 10% of component loadings for Component 1. Positive loadings are depicted in red/yellow (min¼0.19, max¼0.29) and
represent task-based increases in BOLD signal. No negative loadings exceeded the 10% threshold. Montreal Neurological Institute (MNI) z-axis coordinates are displayed. The
lower image depicts the mean FIR-based predictor weights plotted as a function of poststimulus time. RM tasks are plotted in red (Other and Self subconditions), and SM
tasks are plotted in blue (Association and Read subconditions). Easy to remember conditions are plotted with dashed lines, and difficult to remember conditions are plotted
with solid lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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3.2. Neuroimaging results

An examination of the scree plot (Cattell, 1966) suggested that
2 components should be extracted for further significance testing.
The sum of the squared loadings divided by the number of scans
(analogous to the percentage of predictable variance accounted for
by each component) for the rotated solution was 14.61 and 9.08
for components 1 and 2 respectively. The brain regions comprising
the functional networks represented by each component (i.e., each
row of the rotated and rescaled right singular vector VD), were
thresholded to the top 10% of loadings, mapped onto an MNI
structural image, and are displayed in Figs. 3 and 4 (upper panels),
with corresponding anatomical descriptions in Tables 2 and 3. The
mean predictor weights plotted as a function of poststimulus time,
representing the estimated HDR of each functional network, are
listed in Figs. 3 and 4 (lower panels). The repeated-measures
ANOVAs of the predictor weights for each component resulted in
significant interactions for both components. As mentioned above,
the initial 10�2�2 ANOVA was performed with the factors of
Time Point, Task, and Difficulty, and significant interactions were
interpreted by examining the effect sizes from the simpler 2�2
interactions involving adjacent time points. The set of univariate
results from this experiment are reported in the Supplementary
Material.
3.3. Component 1 (Task Positive)

Briefly, component 1 was comprised of bilateral activations in
the visual cortices (Brodmann's Areas (BAs) 17, 18, 19), cerebellum,
supplementary motor area (SMA; BA 6), anterior cingulate gyrus
(BA 24), and superior parietal regions (BA 40). These activations
also extend into the left pre-and post-central gyri (BAs 6 and 2,
respectively). This pattern of brain activity is found near uni-
versally when performing cognitively demanding tasks including
recollection (Fornito et al., 2012), and has been referred to as the
task positive network (Fox et al., 2005), the multiple demands
network (Duncan and Owen, 2000), or the dorsal attention net-
work (Corbetta et al., 2008; Corbetta and Shulman, 2002).

For this component, the Task� Time Point interaction (i.e., the
effect of experimental interest) was not significant, F(9,252)¼0.60,
p4 .50, η2¼ .02. The ANOVA revealed a significant Diffi-
culty�Time Point interaction, F(9,252)¼2.39, po .05, η2¼ .08. The
follow up inspection of 2�2 interactions of adjacent levels of the
Time Points factor showed that the strongest Difficulty effects
occurred between 3 and 5 seconds poststimulus time (η2¼ .17),
5 and 7 s poststimulus time (η2¼ .16), and 6 and 8 s poststimulus
time (η2¼ .20), with all other effect sizes of adjacent levels of the
Time Point factor producing smaller effect sizes (η2¼ .07 or lower).
Inspection of the predictor weight graphs in Fig. 3 indicate that
this significant interaction was due to the HDRs for the difficult-to-



Fig. 4. The upper image depicts the dominant 10% of component loadings for Component 2. Negative loadings are depicted in blue/green (min¼�0.15, max¼�0.23), and
represent task-based reductions in BOLD signal. No positive loadings exceeded the 10% threshold. Montreal Neurological Institute (MNI) z-axis coordinates are displayed. The
lower image depicts the mean FIR-based predictor weights plotted as a function of poststimulus time. RM tasks are plotted in red (Other and Self subconditions), and SM
tasks are plotted in blue (Association and Read subconditions). Easy to remember conditions are plotted with dashed lines, and difficult to remember conditions are plotted
with solid lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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recall subconditions (Reading and Other) displaying a sharper
slope to the peak, and a delayed reduction in activity to baseline
relative to the easier-to-recall subconditions (Association and Self).

3.4. Component 2 (Default Mode)

Component 2 was comprised of bilateral deactivations in the
mPFC (BA 10), middle and superior temporal gyri (BAs 21, 22, 38,
41, 42), lateral parietal regions (BAs 39, 40), and the precuneus (BA
23). Similar patterns of deactivity are essentially ubiquitous when
performing effortful cognitive tasks, and has been termed the
DMN (or task negative network) (Greicius et al., 2003; Raichle
et al., 2001; Vincent et al., 2006).

The ANOVA revealed a significant Task�Time Point interaction
(i.e., the effect of experimental interest), F(9,252)¼4.10, po .01,
η2¼ .13. The follow up inspection of 2�2 interactions of adjacent
Time Points showed that the largest differences in HDR between
the RM and SM conditions occurred between 7 and 9 s post-
stimulus time (η2¼ .16), and 9 and 11 s poststimulus time
(η2¼ .31), with all other effect sizes of adjacent levels of the Time
Point factor producing smaller effect sizes (η2¼ .12 or lower). In-
spection of the predictor weights indicated that these significant
differences were due to stronger deactivations in the SM condi-
tions relative to the RM conditions.

A significant Difficulty� Time Point interaction was also
present, F(9,252)¼4.68, po .001, η2¼ .14. The follow up inspection
of 2�2 interactions of adjacent Time Points revealed that the
largest differences in HDR between the Difficulty conditions oc-
curred between 3 and 5 s poststimulus time, η2¼ .13, and 5 and 7 s
poststimulus time, η2¼ .16, with all other effect sizes of adjacent
levels of the Time Point factor producing smaller effect sizes
(η2¼ .11 or lower). Inspection of the predictor weights in Fig. 4
indicate that these significant differences are due to stronger de-
activations in the difficult-to-recall subconditions (Reading and
Other) relative to the easier-to-recall subconditions (Association
and Self).
4. Discussion

The purpose of the present study was to identify functional
brain networks that underlie reality monitoring, using an alter-
native type of source monitoring as a control condition. On the
basis of previous studies on self-referential thinking, it was ex-
pected that a mPFC-based network would be more active during
reality monitoring than the control condition, due to the require-
ment to focus on a comparison of internal (self) and external
(other) source information. Two functional brain networks
emerged from this analysis, one reflecting increasing task-related
activity, and one reflecting decreasing task-related activity (DMN).



Table 2
Cluster volumes for top 10% of loadings found in Component 1, with anatomical
descriptions, Montreal Neurological Institute (MNI) coordinates, and Brodmann
Areas (BAs) for peaks within each cluster. Only positive loadings are reported as no
negative loadings appeared in the top 10% of loadings for Component 1. Clusters
smaller than 270 mm3 were omitted.

Cortical regions Cluster volume BAs for
peak
location

MNI coordinate for
peak location

Voxels (mm3) x y z

Cluster 1: Bilateral 4865 131,355
Occipital fusiform
gyrus

18 27 �85 �14

Inferior lateral occi-
pital cortex

19 36 �82 �14

Inferior lateral occi-
pital cortex

19 �39 �88 �8

Occipital fusiform
gyrus

18 �30 �85 �17

Occipital pole 19 �33 �91 �5
Superior lateral oc-
cipital cortex

7 �24 �70 46

Superior lateral oc-
cipital cortex

19 30 �88 22

Occipital pole 18 15 �91 �2
Superior parietal
lobule

40 �36 �55 55

Postcentral gyrus 2 �45 �34 52
Precentral gyrus 6 �36 �10 61
Intracalcarine cortex 18 15 �73 7
Cerebellum (Lobule
VI)

N/A 33 �55 �26

Precuneus 7 3 �67 49
Intracalcarine cortex 18 �15 �76 7
Lingual gyrus 17 �9 �64 4
Cerebellum (Crus II) N/A 6 �79 �29
Precuneus 7 �3 �55 64
Cluster 2: Bilateral 345 9315
Supplementary mo-
tor area

6 0 2 58

Paracingulate gyrus 32 0 14 49
Cluster 3: Left
hemisphere

Cerebellum (Crus VI) N/A �36 �52 �23
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The DMN was mPFC based, and was characterized by task related
deactivations in the mPFC, middle and superior temporal gyri,
lateral parietal regions, and the precuneus. The DMN deactivation
was diminished during reality monitoring relative to source
monitoring, resulting in higher activity during reality monitoring
relative to source monitoring. This result supports previous re-
search suggesting that self-referential thinking involves the mPFC,
but extends this to a network-level interpretation of RM.

The pattern of deactivity seen in the mPFC-based component
was characterized by deactivations relative to baseline in the
mPFC, middle and superior temporal gyri, lateral parietal regions,
and the precuneus, generally matching the configuration of the
DMN (Greicius et al., 2003; Raichle et al., 2001; Vincent et al.,
2006). Relating the dominant regions of Component 2 to the re-
cently proposed 7-network brain parcellation derived from resting
state data (Buckner et al., 2011; Choi et al., 2012; Yeo et al., 2011),
mPFC and posterior supramarginal gyrus/posterior middle tem-
poral gyrus deactivations were located on the DMN, but superior
temporal deactivations (including primary auditory cortices) were
located on the Ventral Attention and Somatosensory networks.
The interaction between Task and Time Point was attributable to
the increase in deactivity in the SM relative to RM; in other words,
this component serves to demarcate a difference between RM and
SM, with this difference being due to weaker deactivation of the
mPFC-based DMN in the RM condition. We interpreted this
reduction in deactivity in the RM condition as being related to self-
referential thinking in the RM condition, as previous research has
shown that the mPFC is activated by these types of tasks, including
autobiographical planning (Araujo et al., 2013; Spreng, 2012) and
theory of mind (Gallagher and Frith, 2003; Mar, 2011). In the
current study, as in many of the instances reported in the previous
literature, this ‘activation’ of the mPFC is due to less deactivation in
reality monitoring conditions, rather than activation proper
(Brandt et al., 2013; Cansino, 2002; Kensinger and Schacter, 2006;
Simons et al., 2005; Subramaniam et al., 2012; Vinogradov et al.,
2006). The auditory cortex deactivation involvement on the mPFC-
based DMN was not hypothesized. However, similar patterns of
auditory cortex deactivity have been found in studies specifically
examining the effects of cross-modal stimuli on sensory cortices
(Laurienti et al., 2002), and in memory experiments employing
visual encoding (Lavigne et al., 2015; Metzak et al., 2011, 2012;
Woodward et al., 2013). It is also possible that auditory cortex may
be found on this network due to the auditory features of the RM
stimuli that were encoded prior to entering the scanner. The
greater deactivation in this component in the difficult to re-
member conditions (Reading and Other) has also been found in
previous literature examining the DMN (McKiernan et al., 2003;
Metzak et al., 2011, 2012) and may reflect reductions in sponta-
neous thoughts under attentionally demanding task conditions.

The component with activity increasing relative to baseline
(Component 1) displayed the strongest activations in visual cortex,
cerebellum, SMA, anterior cingulate, and left pre- and post-central
gyri. This pattern of brain activity is found near universally when
performing cognitively demanding tasks including recollection
(Fornito et al., 2012), and similar patterns have been referred to as
the task positive network (TPN; Fox et al., 2005), the multiple
demands network (Duncan and Owen, 2000), the dorsal attention
network (Corbetta et al., 2008; Corbetta and Shulman, 2002), or
the frontoparietal network (Yeo et al., 2011). Relating the TPN to
the recently proposed 7-network brain parcellation derived from
resting state data (Buckner et al., 2011; Choi et al., 2012; Yeo et al.,
2011), the dACC activity was located on the Ventral Attention
Network, the occipital activation on the Visual Network, and the
lateral frontal, superior partial and cerebellar activations on the
Dorsal Attention Network.

We found that the estimated HDRs from this component re-
vealed an interaction between Difficulty and Time. All conditions
peaked at 6 s poststimulus time, however, the easier to recall tasks
(Association and Self stimuli) increased in activity more quickly
and returned to baseline earlier than the more difficult to recall
tasks (Reading and Other stimuli). Difficulty-related modulations
in this network have been found previously in working memory
studies (Metzak et al., 2011, 2012) as well as in a study using a
visuospatial paired associates learning task (Gould et al., 2003).
The slower rise to peak and return to baseline of the estimated
HDRs in the Difficult conditions in this component is mirrored by
the significant differences in RT between the Easy and Difficult
conditions, and is assumed to reflect differences in task demands
and requirements for attentional resources (although see Grin-
band et al., 2011 for an alternative explanation). These results
suggest that this network is not specifically related either to source
or reality monitoring, as opposed to the pattern of activity found in
the DMN component, but rather plays a general role in the re-
collection of these types of stimuli and may reflect differences in
recall difficulty (Duncan and Owen, 2000). This interpretation is
supported by a recent review of brain networks underlying re-
collection, which identified qualitatively similar networks as being
active during this process (Fornito et al., 2012). Our results support
the interpretation that interactions between the DMN and TPN are
generally competitive but that they can work somewhat co-
operatively as well, as in the present study the anticorrelation



Table 3
Cluster volumes for top 10% of loadings found in Component 2, with anatomical descriptions, Montreal Neurological Institute (MNI) coordinates, and Brodmann Areas (BAs)
for peaks within each cluster. Only negative loadings are reported as no positive loadings appeared in the top 10% of loadings for Component 2. Clusters smaller than
270 mm3 were omitted.

Cortical regions Cluster volume BAs for peak location MNI coordinate for peak location

Voxels (mm3) x y z

Cluster 1: Right hemisphere 2291 61,857
Planum Temporale 22 66 �22 16
Supramarginal gyrus 40 63 �34 28
Anterior superior temporal gyrus 21 60 2 �2
Amygdala N/A 24 �1 �20
Angular gyrus 40 63 �49 19
Temporal pole 38 54 11 �8
Planum polare N/A 39 �19 �2
Posterior middle temporal gyrus 22 63 �46 7
Transverse temporal gyrus 42 42 �19 10
Posterior superior temporal gyrus 21 63 �10 �8
Parietal operculum cortex 41 48 �31 19
Inferior Frontal Gyrus (pars traingularis) 45 54 26 �2
Anterior middle temporal gyrus 20 48 �1 �26
Anterior parahippocampal gyrus 36 30 5 �29
Orbitofrontal cortex 47 33 20 �20
Inferior lateral occipital cortex 39 57 �67 16
Cluster 2: Bilateral 1472 39,744
Frontal pole 10 0 59 4
Anterior cingulate gyrus 24 0 38 13
Middle cingulate gyrus 24 3 �1 40
Superior frontal gyrus 9 �3 47 49
Cluster 3: Left hemisphere 1330 35,910
Insula N/A �39 �13 �8
Temporal pole 38 �48 11 �11
Planum temporale 22 �63 �25 7
Anterior parahippocampal gyrus 34 �24 2 �20
Superior lateral occipital cortex 37 �60 �61 16
Posterior supramarginal gyrus 42 �63 �46 22
Anterior middle temporal gyrus 21 �57 �7 �20
Cluster 4: Left hemisphere 99 2673
Middle Frontal gyrus 46 �24 53 28
Cluster 5: Right hemisphere 33 891
Inferior Frontal gyrus (pars orbitalis) 47 45 44 �5
Cluster 6: Bilateral 21 567
Cuneus 18 3 �85 34
Cluster 7: Bilateral 14 378
Precuneus 23 6 �46 40
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between these two networks was reduced in the RM condition.
There are several limitations of this study. First, other differ-

ences between the control and experimental conditions may have
contributed to the results, some due to state effects associated
with block designs. For example, in the RM condition, participants
were shown scrambled words whereas in the SM condition, the
stimulus words were unscrambled. Furthermore, as mentioned
above, the Self and Other subconditions involved encoding a
spoken word, whereas the encoding in the SM subconditions were
purely visual, raising the possibility that the superior temporal
increase in RM was due to this confound. However, the network
activity was reduced in the Other condition relative to the Self
condition, which aligns with the hypothesized-network inter-
pretation rather than the auditory confound interpretation, since
the confound interpretation would predict the greater or equal
primary auditory cortex increase in the Other subcondition. This
issue remains an open topic of investigation for future network
based studies of reality monitoring which could be resolved by
developing a SM control condition that uses auditory stimuli.

Second, the encoding portion of this experiment was not
scanned, and may be an important extension to the current study,
as it would allow a clarification of the relations between brain
network activity during encoding and subsequent recall. Third,
although we did see the predicted effect of a difficulty imbalance
in the RTs, there was no evidence of a difficulty imbalance in the
accuracy rates for the behavioral results. This may indicate that RT
is a more sensitive measure for detecting this difficulty imbalance
but this interpretation requires more rigorous testing. Finally, in
this study only correct responses were analyzed, leaving the brain
activity patterns underlying unsuccessful recall unexplored.

This study examined differences in functionally connected
networks during the performance of SM and RM tasks. An mPFC-
based DMN was characterized by a pattern of task-related deac-
tivation which was diminished during reality monitoring relative
to source monitoring, resulting in higher activity during reality
monitoring relative to source monitoring. This result supports
previous research suggesting that self-referential thinking involves
the mPFC, but extends this to a network-level interpretation in-
volving the DMN. This result has relevance to clinical research
such as that involving schizophrenia and autism, as these dis-
orders are characterized by inner/outer confusion (Allen et al.,
2012; Lavigne et al., 2015; Woodward et al., 2007), and deficits in
self-other matching (Williams, 2008).
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